Time Series Analysis

—_—

“A time series is a set of statistical observations arranged in chronological
onder”, — Morris Humbury

Agtroduction

|’

; : :

| Sofar we have diseussed different methods on different measurements which are al|
related to statistical analysis. But we_ have not yet considered regarding the effect of

time. But in the study of economic problems the chronological variation plays a vita]
role in “’(T.;:_(U‘d,\ﬁiéﬁﬁﬁlfgn_d. demand, the rise and L fall of price of a commodity, etc.
In geography, the study of atmospheric pressure, humidity, rainfall, etc., are mostly
related. with time, ,_S,t.lﬁi_?s"fv}fh_ié};}‘ezl-qte:t:};g~g@lysis of a variable with a specific
period of time (either long or short) come under i

the data. So, time serié.s; gﬁg_lxsis may be regarded as a decision maki

——r—

arded as a d¢ ng factor of any
concern for their future plan and estimate.

/emponents of Time Series

Through the detailed studx,o‘f.th.e_t.imgsssigw_@.C.arl.exua_c_t an_idea about the
changes in the cffects of various factors which ip@érggt : Simultancously. These effects
we classified in Some major categories. These categories are known as the components
of time series. The components are :

A1) Sccular,gr(;gld

4£2) Sousqg;a_l_yariqt_ions

Z1) Cyclical ﬂuctuat»i_gns
“) Irregular variations,

A Brel dicones
2 el dise ussion may he

_done regarding components for further clarification.
ASecular trend

The ward “trend!

“J la . r
means the tendency. So, secular trend is that component o
ll“' l““(' N'l'i('h‘ e

, . e
which gives the general tendency of the data for a lmil.\ per ::h
e m—a— R b e bt e s p—— - s CETOW
gular and long-term movement_of a_series. ,l.,".“.:‘.'.‘!“.‘)i‘ lhn\x nd
D T ynovement ¢ —
4 of n particular commodity of n company or the fall of d¢

It iy smooth, re
'iu!lv('—j_ﬂlf' statn

307

- y
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398 Probability and Statistics [Vol. 7 31!? e
for a certain article for long years can be studied through this secular e V
Growth of population in a ldcality for considerably long wears is the hd.
example of secular trend. Rapid fluctuation cannot give the trend. Bood 1

_~ 2. Seasonal variation xhid b
If-werobser\'/e the sale structure of clothes in the market we will find that the sale g0t
curve is not uniform throughout the year. It shows different trend in differen W
seasons like summer, winter, etc., but the word ‘season’ is never strictly meays ¢/1
_tphgfusu‘al_ seasons in the year. In every locality the change may happen due {4 :", g-
-some particular well-known religious festivals, like Durga Puja, Id, X-mass et e/
It can also be seen that each and every year, sale structure is more or less same B{/ncﬂ
as the previdus year in those periods. So, it is that component of a time series %
which occurs uniformly and regularly. This variation is periodic in nature ang ""“/
regular in character. In each and every year we find the price of agro-products
comes down at the time of harvest. It is also one | kind of seasonal variation.

__3.-Cyclical fluctuations

R ‘

SR

=

A

-
—

-Apart from seasonal variation there is another type of fluctuations whose period
is usually more than a year. But seasonal variation has a period of ' one year or

less. This type of fluctuation is the effect of business cycle. In every business
there are four important phases—#i) prosperity, (ii) decline, (iii) depression and

_(kv) improvement or regain. The time from prosperity to regain is a complete
cycle: So, this cycle will never show regular periodicity. But which is important
that the period of a cycle may differ but the sequence > of changes is_more or less
regular, and this fact of regularity enables us_to study cyclical fluctuations.

L e =S -—4% [ -—Tri=11

4 Trregular variations - | - B
Irregular lariationsﬁ:_;r_.e_phgs_q which _are quite_unpredictable. The effects due

to flood, draughts, famine, devastating storms, earthquake or any natural
calamities, are known as irregular variations. The variations which includes
other than trend, seasonal and cyclical variations are all irregular. Sometimes Jg}
cyclical fluctuations may generate from those calamities, but at that timeitis

difficult to distinguish_cyclical fluctuation and irregular variation. |

Adecessity
The time series analysis helps us to understand the past behaviour of a variable.

Through this aralysis we can  easily isolate the_f@}&g_s__yhich are responsibie for the
ups and downs. The executives of a concern may take future steps to promote the

Bales O;E'qu_’!jmg_djy . Whether any technological upliftment is necessary or ‘sggp__l)' fy
advertising section should be geared up, can be well adjudged through this analysis-
Intra-year variations can also be chalked out. Appointment of skilled Rgrsonnel——qill}ihe
production or sales sector can_be_minimised through the better gnderstandixlgjylth
circumstances. e —
_Classical Model ‘
" In classical or _gﬂagl_i,l,i_on;_xl__Lim_e‘bsg:.r_i_g_s_.m_\»a_l“l,usj‘sL it s a§§y_g}gd that there is &
"_llil.tip_l_ifi_l.t.i_‘f_r(_}lfly_ipnship among the factors. \

If Y denotes the valuc of the variable at time ¢ and T,C, S and [ represent)_r_fi.“d’ \
‘cyclical fluctuation, seasonal variation and irregular variationﬂa_spcctivelx,_ then g

/-\/-Yz‘TxCxle.
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ears_js Te N |
I:e_lld t.he (:::i On the othcr hanq. IL is alsq (\SS\kj‘[vngd_that’ 399 b éWP
4, = |

Y=T+Cuess1, | \

Jpich is additive relationship among the components ~ K\(\)

~ Though it sho.uld be Kept- in_mind_that _all those four cor D 9

a time in each time series. Also what is ‘i}hi)‘oTta—nt. isnthOnems oy hot be
~—-=aX 15 important is tha

)reéi’/n{ at
) pendent to each other. -that each factor may

Y@jbg inde

Before using the time series_data for_analysis to isol

V 55 Fovon ate and m

mponents, We must ensure for the comparability up to the requisiiﬁ‘;zzlthg fofm_
. 20, for

co ) sedteb NP R
diting the data we must take care of the following factors :

——

_iy-Calendar variation
For monthly data, as each month is not of equal duration, it is better to convert
the data day-wise. In that case each data should be divided by the number

of days in that month for which that data is supplied. Again, that daily data

)d"()%

- 3 ery b may be converted to weekly data, simply multiplying the daily data by seven.
jﬁ)—{')hangejof pppu}ggion

In a market study,. if a reputed company likes to survey the sales position
of a @ﬂg_@%ﬁyﬂt_llrp_qgh a comparison with last 10 or 15 years’ data, the
correct ar}alySIS will not be revealed as with that long period the population -
has drastically changed 'due to new birth, death and migratory population.
So, users of the comm?gﬁyfho_u_lf_:l be calculated per thousand in each year, in
a particular locahty. In that case total population can bg_gs_t—irpa:fed by taking
the average growth into consideration. ‘We may depend upon the census report
for this purpose. |
Change of price

For any sales-oriented data time series anal sis will be somewhat erratic if we
consider simply sales price only. From our experience, we observe that prices
are changing most { frequently. To avoid this effect we may consider the unit of
commodities but not their face values.
fo the units sold and in case of more th

So, the total price.should be converted
an one commodity the price index

should be considered. -
to promote the )
o PromeiBy | AP Chango of other factor |
-h this analysis Apart from those factors discussed above, there may be some qtherlfafi‘EP
E’é‘r@‘ due to which some meaningful analysis may not hle.pgs,alzl_e}-‘ Du{{l‘.!l\ii:!.g:l:i‘;
erst an‘giﬂgﬂ‘h of time scrics taxes.in_different sectors are_changing. 59:3‘._ e t‘“(‘i a‘mr v,
e revenue collected by state or central government must be SAIKSEEE

Measurement of Trend he
havn aleamdd ] tendency. The _reasons for the
e tha i Ve in_the long

We_have already discusscd.ﬂlt\t,itrcnd'_wisJhc { the variable

is 8
e 15
that ther o .
eas ) ; .the behaviour O et E
Measurement of trend is firstly_to_study:the be { the other components of the time |

i mn. This study is possi tho effects © - hich i
end run. This study is possible only when the elICEER 2 1 tion, which is
ent £ Sering - et WA irregular_varatiot, T
r'eplrf?_s_{h,en/ <ties are eliminated. Secondly, to_study the regular or ITTCAY .
ively, Possible only when trend values are isolated.
! 2 only when es are oo — !

y -
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The following methods can be adopted for the measurement of trend -

i) Graphic method.
(i) Semi-average method.
(i) Moving average method.

(iv) Curve-fitting by method of least squares.

Graphic Method

Probability and Statistic,q [

Vol f }

This is simplest of all the methods, also it is [ree from mat}_)_e_r_n_;_l_t__ncgua[mmmm
Initially points are to be plotted on a graph paper, on horuontal axis year markg g

be plotted and on the vertical axis data may be taken. Then simply by ins
line is to be drawn so that the fluctuations on one direction become e approximate|
cqual to those on the ot,her dlrectxon Thxs trend lme should be drawn carefully g,

that the followmg conditions are fulfilled :
{1) It should be smooth.

~{2) The sum of the vertical deviations from the trend line of the points above
line should be more or less equal to the sum of the vertical gw}le

pomts below the lme

A3) Sum of the squares.of the vertical deviations »qf“alep_igts from the trend line

should be minimum.

—

_/Exanple 15.1. Fit a trend line by freehand method from the following data :

The number of eggs sold by a small poultry merchant

in a year month-wise"

Jan. 480
Feb. 356
Mar. 520
Apr. 460

Yay. 420
une. 360

Solution :
700

600 [~

1

| s00

? 400

‘g’_m

200 1

L

1

100 I
o 1 1 1 | i

Jul.

Aug.

Sep.
Oct.

Nov.

Dec.

A

060
420
660
580
520
480

L LJ

Jan Feb Mar Apr May Jun Jul

Fig. 16.1

Aug Sep Oct Nov Dec

Months ——e
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/VN’IC rits :

1) This method is most simple and needs no mathematical calculations.

{
(2) For an experienced statistician, it_is a_time-saving method. He can easily set
the line at a glance.
/Limitat_ions :
(1) For beginners it is difficult to draw the line with cye estimation.
(2) This is purely subjective as it depends on the judgement of the statistician.

(3) Further prediction may be far from the proper estimate as it is fully dependent
on_eye estimation. ‘

A4) 1t requires a lot of experience to draw the line.

Method of Semi-averages

In this method we generally divide the given data in two equal parts. An average

of each span of time. Now those two points are joined by a straight line.

Problem 15.1. Fit a line through.the method of semi-average of the following data :
The amount of electric bills of a company in the year 2002
Month Amount  Month. Amount

in Rs. (°000) in Rs. (’000)
Jan 3.57 Jul 4.12
Feb 289" Aug 3.93
Mar 3.4 .Sep , 3.05
Apr 1.58 Oct 2.88
May 2.76 Nov 3.17
Jun 3.42 Dec 3.46

tion : As there are 12 data from January to December, we will divide the total
an in two groups one from January to June and other from July to December.

Month Amount Average Month Amount Average
in Rs. ("000) in Rs. ("000) in Rs. ('000) in Rs. (’000)

Jan 3.97 Jul 4.12
Feb 2.89 Aug 3.93
Mar 3.14 Sep 3.05

. 2.89 3.43
Apr 1.58 Oct 2.88
May 2.76 Nov 3.17
Jun 3.42 Dec 3.46

Here the points for data corresponding to each month are plotted in the usual way.
But the points for average data are plotted against the mid-points of March and April,
and September and October, i.e., against 15th of March and 15th of September.

P.AS. [Vol. 1]-26
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Probability and Statisticg [Vol f

0 1 1 1 1 1 L 1 1 1 1 |
- = Q
¥ & & & F 5 3 % § 5 3§ g
" Fig. 15.2

We have discussed the method of fitting a line when the number of data given tq

be even. Bu;,in-caseﬂhen‘tmﬂmb_er,djatajsmdu&am~tomm_eg:m by

leaving the

middle one.

Problen_l 15.2.
The amount of electric bills of a company in the year 2002

2002.
Solution :

Month Amount Month Amount

in Rs. ("000) in Rs. (°000)
Jan 3.57 " May 2.76
Feb - 2.89 . . Jun : 3.42
Mar 3.14 Jul 412
Apr ‘ 1.58

Draw the trend line by the method of sémi-average and estimate the bill for August

Here for trend line we are to plot Rs. 3,200 énd Rs. 3,430 corresponding

to the months of February and June respectively.

5
Month Amount in Average in
) '\ P Rs. (000). Rs. ("000)
] g~ ' Jan 3.57
}—/ Feb 2.89 } 3.2
2r Mar 3.14
oL Apr 1.58
May 2.76
0 Jun 3.42 } 3.43 .
3 2 3 3 F 5 3 3 4.12

Hence from the above trend line the estimated amount of bill in August 2002 is

Rs. 3545.

Fig. 15.3

|
!
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(jhu]

{ajts : o _ )
/’6 ) his method s casier Lh‘x_ﬂn__@_yw(_J*Lll(!_[ﬁl_qgl_lil‘ﬂug!._i(;a_l__rgg_t_holds__l!kc,_mOang
average and least squares,
gy This method is purely objective and systematic. I}Lc:,ausyv,cr,is_rjgi_dly.fr_a_lﬂcd-

(

mitations :
A"}y This method is suitable only when the trend is linea
when the trend .i.“,P“T}L‘.&“_C.,,t.hﬂ_ngi:wcr_ugc_mcLho
correct estimate.
If there_is_any highly extreme values_in either_half, the trend line will yield
considerable error. —
() 1f the time span within the middle o
value becomes absurd.

r, otherwise it fails. In fact,
d is_hel pless_to_produce

{2)
f cach span is small, the estimated trend

method of Moving Average

/E‘_h_is_mc_tvhgg”gi‘vcs usually satisfactory result. Throu
are ,!gd,U,CCd, so we get trend values with_higher degree of accuracy:
M!{agqﬁ@lu_c_g for a number of spans (years or months or weeks or days), etc.,
are first calculated. Now this calculated average is plotted : againét the middle of total
time for which the average is calculated. If the time span of the data be a_year,
generally, 3-yearly, 5-yearly or 7-yearly average is taken. It is wise that the period
selected for the moving average must coincide with the length of the cycle. Through
this technique we can avoid the cffect of cyclical fluctuations. But_in most of the
cconomic data, cycles generally have different periods. In that case the average of all

the periods may be taken as the period of moving average. But in that case cyclical

Auctuation can be fully avoided. When the data is arranged chronologically in |_the
atbt+c bictd c+d+e
oL, rete,...

form a.b.c.d,e. f,... by 3-yearly moving average we mean e,
and 5-yearly moving average we mean atbetdte, “—”‘éiﬂu-, ... and so on.
| Problem 15.3. Calculate the 3-weekly moving average of the data on the number
' of weekly incoming calls received by an executive for successive 12 weeks :

342, 257, 512, 430, 292, 592

488, 324, 462, 548, 398, 298

gh this method fluctuations
In this method,

Solution : Calculation of 3-weekly moving average :
Week  No. of calls 3-weekly total 3-weekly moving average
First 342 " - '
Second 257 1111 370.3
Third 512 1199 399.7
Fourth 430 1234 4113
Fifth 292 1314 - 438.0
Sixth 592 1372 ' 457.3
Seventh A48 1404 « 468.0
Eighth 324 1274 424.7
Ninth 462 1334 444.7
Tenth H4K 1408 469.3
Eleventh 308 1244 414.7
Twelfth 208 - :
S — Rt o
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0l, I}

Problem 15.4. Calculate 3-yerrly and 5-yearly moving averages for the N,
er

of successful candidates in B.Se.(Final Exam.) in a college and exhibit the bro
.nd

graphically : |
Year No. of students Yecar No. of students

1981 3 . 1986 32
1082 7 L6T o
e 18 1088 28
1984 29 1089 37
e 18 19090 39
35 |-
30 |-
25 -
20 -
5k
Actual line
_____ 3-Yrm.a. line
o — 5-Yr m.a. line
5 v
0 — T
s § % % 8 8 3 %3 § ¢@
Fig. 15.4 |

Solution : Calculation for 3-yearly and 5-yearly moving average.

Year No. of 3-yearly 3-yearly 5-yearly B5-yearly
students moving moving moving moving

passed total average total = average
1981 3 N - - -
1982 7 25 8.3 - -
1083 15 44 14.7 65 13.0
1984 22 55 18.3 94 18.8
1985 18 72 24.0 121 24.2
1086 32 84 28.0 134 26.8
1987 34 04 31.3 149 29.8
1988 28 99 . 33.0 166 33.2
1989 37 100 33.3 = -
1990 35 h N _ = ..
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gven Period of Moving Average
' When the period is even, the moving total and consequently moving qyg_r_ag('{[all
. midway between two periods. Now, if we place L_l_!CAdill«fl_rirll__.l_hpt,‘”ll_lrl»d(AH(L()_UY{O_])C”OdS.

(hat will not_coincide with original periods. To_avoid this inconvenience we further

take two-item moving average, so that the new moving average corresponds to original
time period. This process is called ‘centring’.

Problem 15.5. Calculate 4-yearly moving average for the production of a biscuit
company given as under :

Year 1991 | 1992 | 1993 | 1994 | 1995 | 1996

Units ('000) | 247 | 472 | 498 | 512 | 360 | 480
Year : 1997 | 1998 | 1999 | 2000 | 2001 | 2002
Units (’000) | 527 | 540 | 420 490 | 540 | 570

Draw the trend curve.

Solution :

Calculation of 4-yearly moving average

Year Production 4-yearly 4-yearly  2-item 4-yearly
units (’000) moving moving moving moving
total total average
average (centered) (centered)
1991 247 -
1992 472 -
i 1729 432.25
1993 498 892.75 446.4
1842 460.50
1994 512 ) 923.00 461.5
' 1850  462.50
1995 360 932.25 466.1
1879 469.75
1996 480 946.50 473.2
1907 476.75
1997 927 968.50 184.2
1967 491.75
1998 540 ' 086.00 493.0
1977 494.25
1999 420 901.75 495.9
o 1000 49750
2000 490 1002.50 501.2
2020 5056.00
2001 H10 -
L 02 n70 -
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Fig. 15.5

//_ &gxzits: ‘

A1) This method is free from mathematical complicacy, and simple in comparison
with the_method of least squares. '

_£2) The most advantage of this method is that if some more data can be collected
and added we can extend the trend line further, which is a very flexible nature
of calculation. . o

) If we can adjust the_period_of_moving_average with the_period _of cyclical

Huctuation, then the trend can be made free from ﬂuqtuation effect.

_~(4) As moving average follows the general movement of the date, so the advantage
is_that, it does not depend on the choice of individual.

~Limitations : _ .
}l) Through this method trend values cannot be obtained for the end points. The
initial and final points are always left.

) The choice of period of moving average is flexible and there is_no_hard and
fast rules for the selection of period, which is somewhat subjective.

) In case of non-linear trend, complicacy arises. For concave upward trend, the
trend value is overestimated through moving average method and for convex
upward trend, the trend value is underestimated. A

4A) As the method of moving average assumes no law of change, i.e., not guided

by mathematical function, it cannot be used for forecasting the future trend.

_6) As in most of the economic data, cyclical fluctuations are generally irregular,
no_moving average can_remove the cycle completely.

Method of Least Squares

The most satisfactory method to determine the trend is the method of least
squares. Through this method we obtain an objectively determined mathematical
equation. In both cases for linear and non-linear trend we can use this method. The
trend line obtained through this process is also known as Line of best fit.
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If Y. is the computed. value of ¥ from the trend line, the following conditions must
be satisfied:

(i) Z(Y -Y)=0 (ii) Z(Y ~Y,)? is minimum,
i o., the sum of vertical displacements of the points above the trend line is same as the

sum of vertical displacements from the trend line of the points below the trend line

and the-sum of the squares of deviations of the original values and the corresponding
computed values should be minimum.

(a) Linear Trend

If X represents the time (year, month or day or any span of time) and Y represents
the value of data, then for a linear. trend, we can adjust constants a and b such that

Ye=a+bX (1)
then taking summation for n such values, we have,

ZY'=na+bZX. | (2)

Again multiplying (1) by X and taking summation, we get

Y xy=aS x+0Y x2 (3)
Solving (1) and (3) we can easily get the values of a and b.

Problem 15.6. Fit a straight line trend equation by the method of least squares
from the following data and then estimate the trend value for the year 1985 :

Year : 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980

Value ('000): 65 80 8 75 77 71 76 74 70 68

[CUCH 1982]
Solution : Here the number of years is even. So, we may take the middle of 1975-76

as the origin, which will make Z z = 0. So, the normal equations' will be reduced to
the form, '

Zy:na and chy:bz:rz.

Calculation for trend line

Year | Value (y) u T Ty a3

1971 65 _—_22 -9 | -585 | 81

1072 80 '—EZ -7 | -560 | 49
_.5 ¥

1973 84 = | -5 | -a20 | 25

1974 75 -—T' -3 | -225 9

1975 7 ?-21 1| =17 1

Contd.
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Year Value (y) u & Ty T2
1976 71 % 1 71 1
1‘977 | 76 g 3 228 9
1978 74 ' g 5 370 25
1979 79 ; 7 490 49
1980 68 g 9 612 81

740 0 —96 330

Using the values in the normal equations, we get

1 740
PSR lV=gg T
Y zy 96
b= = —— = _0.201.
> x? 330 g

So, the trend equation is
y=74-0.291z.

Now for the year 1985, z = 19, so the trend value in 1985 is
Y1085 = 74 — 0.291 x 19 = 68.471.
So, the estimated trend value in the year 1985 = 68.471 x 1000 = 68471.

Example 15.7. Fit a straight line trend equation, using least squares method for
the following data on the price per kilogram of Rohu fish (within 1 kg wt.) in local
market. Find also the trend rate in each year :

Year : 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Rateper kg (Rs.): 16 22 24 20 32 40 44 48 50 52 60
Solution : Calculation for trend values

Year | Rate/kg z | zy | 2 | Trend values

in Rs. (y) in Rs.

1990 16 -5 | -80]| 25 15.00

1991 22 -4 -8 | 16 19.42

1992 24 -3 | -72 9 23.84

1993 20 -2 | —40 4 28.26

1994 32 -1]| =32 1 32.67

1995 40 0 0 0 37.10

1996 44 1 44 1 41.51

1997 48 2 06 4 45.93

1998 50 . 150 9 51,17

1999 52 41 208 | 16 54.76

2000 6O o1 300 | 25 59.18

408 Of 486 | 110
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ear 1995 as the origin, the tim iz - [
y € g, ¢ variables (z) are .

taking the
r=0andmn, the number of years is 11.
‘_

409

above table,
Now, since

2
Y = Ty = b r
S0, § y = na and E Ty E ) |

“which gives 11a = 408.
q = 37.091 ‘:7

1100 = 486.
h=4.418. .
. ¢ ) (

In the
(‘2\1(3\1]!\((‘L|.

and

equation to the trend line is
y = 37.091 + 4.418z.

year 1990 will be obtained by
Rs. 15.

So.
Now the trend value for the putting & = -5 in (i).

Y1900 = 37.091 + 4.-41'8(—5) =
ars can be found.

In a similar way, the trend values for other ye
nding trend line is given below :

The graph of ‘the above data with correspo

60
l"
I”
A
—"“’
40 }— /__-
I”
I,'
30 — /
A s
'l
-~ 14
P ~ae "
20 — ’," S
—— Trend Line
.- e T Actual Line
0 1 L 1 1 1 L : . \
s =z o 8
< & > Y 8 ~ © o
o o)) 8; & a aQ o §
-] e @, @2 2 & ® > 3 8 2
Fig. 15.6

The initial point of the trend line is (-5, 15) and the final point is (5, 59.18), which

correspond to (1990, 15) and (2000, 59.18) respectively.

Problcm 15.8. Below are given the figures of average numb
in a poultry for several given years.

1992 1093 1995 1996 1999 2000 2002
85 78.

trend values in

er of birds (in thousands)

Year :

No. of birds (000) : (8 72 73 80 81
os and deteymine the

Fit a straight line by the-method of least squar
in production.

1994 and 1998. Find also the monthly increase
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Solution : Let us take the year 1996 as the origin. ‘

Year | Average T Ty mT

stock (y) | (1996 as the origin) | -

1992 [ 68 ~4 —272| 16

1993 72 | -3 -216 | 9

1995 73 =i -3 1

1996 80 0 0 o

1999 81 3 2434 9

2000 83 4 : 340 | 16

2002 78 ‘ 6 468 | 36

337 5 490 | 87

Here ZI =9, Zry = 490, Z::r2 = 87, n = 7. Setting the values in the norma|
equations, : : '

Zyzna%—bz:c ) ] | (})
ny:az:z:-i-bz::z, '. _ (ii)

7a + 5b = 537 : - (i)
5a + 87b = 490. (iv)
_ Solving, we get a = 75.8, b = 1.275.

- the equation to the trend line is
y =758+ 1.275z.
For the year 1994, z = 1994 — 1996 = —2.
The trend value is
Y1994 = 75.8 + 1.275(-2) = 73.25
and for 1998, z = 2. _ :
" Y1998 = 75.8+2 % 1.275 =78.35. -
So, the average stocks in 1994 and 1998 are 73250 and 78350 respectively.
Note : * :

(1) If the trend line be y = a + bz, where the unit of time (z) is 1 year, then the
equation of trend for monthly average is y = % + 52, where unit of z is 1
year. If z be 1 month = ;‘5 year, the equation becomes y=1%+ ngx. unit 7
is 1 month.

(2) If the time unit (z) be 1 year, then b gives the average change in a year, s
the average monthly change in a year is Tbi'

Merits :

we have

(1) This method is based on mathematical measurement, so it is almost free from
subjectivity,

4
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Cl
ned for the total period and also at the end points
L the method of moving average. :

r estimation of future trend.

can be determi
possible throug
able fo

2) Trend values

which 18 not
(3) This method is depend
Limitations: ' | . | '

(1) The choice of trend, whether linear or paraboli¢ or exponential, etc., is
somewhat subjective.

(2) Estimation is only baseci on iongj
the offect of other variations like ¢y
irregular variations are all neglected. _

(3) This method is complicated in comparison with other methods for trend.

(4) When some more data is added, the extension of the method is not possible.
The whole method is to be followed afresh from the beginning.

(5) Somctimes a free-hand drawing drawn with care is more effective than the
well-guarded mathematically computed ‘best fit line’, as the former one is the

. output of the experience of statistician.
(b) Non-Linear Trend of Second Degree
the parabolic trend, the equation is taken in the form
y=a+bz+cx2, (4)
axis, b is the slope of the parabola at the origin and cis

term variation like trend but in this method
clical fluctuation, seasonal variation,

In

where a is the intercept on y-

the rate of change of the slope.
Taking z as the time variable and y as the data for the corresponding year, we

can find the constants a, b, ¢ using three normal equations,-

zy=na+b§:x+c232 _ (5}
ZzyzaZx%-bZ:vz-}-cZz"’ (6)
Zx2ﬁ=a232+b2x3+b§:z4, (7)
is the number of years or data over which the summation is inade.

v iem 15.9. Fit a non-linear trend for the second degree polynomial of the
wing data, on the highest score in statistics in a college : '

Year : 1988 1989 1990 1991 1992 1993 1994

Marks : 88 91 86 89 94 91 94.
Solution : Let us take 1991 as the origin. )
Year | Marks | z [«? | 23| 24| =y | =%
‘ () '
193:5 88 | —3| 9| 27| 81| 264 792
1989 91 -2 4 -8 16 | —182 364
1990 86 . | -1 1] -1 1| -86| 86
1991 89 o 0 0 0 0 0
1992 04 1 1 1 1 04 94
1993 01 2] 4 8 16 182 364
I 1994 04 } 0 27 | 81 282 | 846
633 01 28 01| 196 26 | 2546
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Here, n =T, Z::o. Zf’:a
So, the normal equations are reduced to the form :
Zyzna+;:212 (i)
Zry = bz z? (i
1
Zx2y=aZIz+cZI . (iii)
Substituting the values we get, :
7a + 28c = 633
28b = 26
28a + 196¢c = 2546.

Solving the equations, we get

" a=89.76, b=10.93, c=0.17.
So, the trend line is
' y = 89.76 + 0.93z + 0.1722.
Note : It is important to note the suitability of the data where the non-linear second
degree trend is applicable. A mere example is sufficient to be convinced.

z y=2+3z+4z*® First. Second
Difference Difference
] 1 9 = AR
2 24 15 s
3 47 23 - 8
4 78 31 8
5 117 39 8
6 164 47 8

'Ijhe above method is known as the method of second difference. If the second
difference of the given data is constant, it will be an ideal case for parabolic trend.

In case of a secular trend, the distribution is not linear. So in that case, this
second degree trend will be appropriate. ‘
(c) Exponential Trend

Let the trend equation be of the form Y, = abt.

Then logY; = loga + tlogb.

Putting logy; =Y, loga =.A, logb = B, the e i i e
s A quation will be reduced to the for
- Now proceeding in a similar way like linear trend equation, we determine A and
B through normal eqpations. '

gl'iz::;e-m 15.10. On a certain trade fair, the number of visitors are recorded as
Day : 1 3 5 7 9

Visitors '000: 2.5 5.1 11.2 234 46.6.

l psing exponential trend find the number of visitors attended on 11th day, the
closing day. How many visitors came on the day before last?

‘
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al trend cquation be ‘

Let th origin be day 5 and unit of ¢ is 2,

Y‘ = Gbl.

Solution :

which is reduced to the form :

Yy = A+ Bt,
where A = loga, B= logband Y = log Y,
Then normal equations are

ZY:nA+BZ£ (1)
,.,ZtY=AZt+BZt’- (2)

Day |t = 955"—"3 No. of visitors | Y = log Y: tY t3
("000) Y:

1 -2 2.5 0.3979 —-0.7958 | 4
3 -1 5.1 0.7076 —-0.7076 | 1
5 0 11.2 ° 1.0492 0 0
7 1 23.4 1.3692 1.3692 | 1
9 2 46.6 1.6684 3.3368 | 4
0 5.1923 3.2026 | 10

utting the values in (1) and (2),

5.1923 = 5A + B x 0.

5.1923

A= = 1.038946 and 3.2026=Ax0+ B x 10

B = 0.32026.
Hence, a = antilog (1.03846) = 10.925
b = antilog (0.32026) = 2.09.

So the exponential tre_ud equation is
Y, = 10.925 x 2.09%.
. On Day 11, t = 3. So the estimated visitors will be (Y: in thousand)
=10.925 x (2.09)% = 99.738 i.e., 99.738 x 10°% = 99738 (nearly).
On 10th day t = 2.5, so visitors on the day before last will be (Y; in thousand)
=10.925 x (2.09)*% = 68.99, i.e., 68.99 x 108 = 68990.

Reduction of Trend Equation from One Unit to Other » \

Let the yearly trend equation on yearly total be Y; = a + bt, where ¢ is the yearly

:;TOI unit, with base year 2009. Here a and b are the constants on the basis of yearly
al.

'l we like to convert the equation to half yearly trend equations, we are to divide

t o hal
¢ constants a and b by 2. So trend equation will be

Y =

[ &) -1
o] o

+ =,

. |
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where unit of time be 1 year. So for hall yearly time unit, trend gquation MH be
a b

Further to note that the origin of time unit is just at the end of sixth mont, f,

the-above equation.
So if the origin of time be considered as the middle of the first half, the equatioy

will be L b1 t_l
‘3733 2)’

Similarly, for the case of origin to be considered at the middle of second half i wil]

be
vi=24+2.104 1
tT 9799 2/

In a similar way, the yearly trend equation when converted to quarterly trend
equation, it will be converted to ' '

a b t
=it i

But in this case, the origin is at the middle of the year.

So, for proper centring of trend values the origin may be considered either at half
a quarter to the right or to the left.

Hence, taking origin in the middle of second quarter, the equation will be

a b1 1
“-sz'zG‘a)

and the equation when origin is taken at the middle of third quarter

e b1 1
Yo=2+42.2(s41).
t 4+4 4(t+2)

So monthly trend equation obtained from yearly trend equation with origin at the
middle of June is

_a b 1/ .1 a b 1( 1
Y‘_12+.12 12(t 2) and Y“EJ”E'E(”E)

with origin in the middle of July.

Problem 15.11. Fit a stfaight line trend equation by the method of least squares
and estimate the trend value of membership in the cultural organisation in 2012.

Year ; 2005 2006 2007 2008 2009 2010 2011
No. of members: 380 400 650 720 870 930 980.

Calculate the quarterly trend cquation from the yearly trend equation. Also find
the quarterly trend value. Find the cquation with origin at 2nd quarter of 2008;
Calculate trend values. Verify the trend value of 2007 from the quarterly tren¢
equation.

el
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Cpr s ,‘.’,3\4’:‘1:‘
cpap 15 TP T ation be ¥ = a + it having the origin at 2008.
' 3 Yt Trend values
. io. i (rounded off result)
(Y)
2005 - _2| 4| -800 184
20065 i —1] 1| -6%0 594
007 ‘_'2,1 ol 0 0o | 704
2008 20 1] 1 870 815
A - -
o 930 2| 4| 1860 925
2010 960 3] 9 2940 1035
2011 . 4 -
L 0 | 28 | 3080 2930
* Fractional value adjusted.

5 ] , 1 e
Sinee 3t = 0. normal equations ar

Z}’:M.n——'? and

ZY{ = bZLz‘
S, 7a = 4930, and

285 = 20%0. &= 110.

a = 704.2%6.

%, the trend equation will be

Y = 704.286 + 110¢,
shere unit of € is 1 year and constants a and b are calculated from yearly total, origin
= 2008.

Hence, quarterly trend equation with unit of time being quarter of a year is
704.2%6 N 110 2 _t_

4 4 4
w, ¥ = 176,07 + 6.875¢,

Y =

‘= measured quarterly and origin is the end of June 2008.
Quarterly trend value = g = 27.5.
Equation with origin at the middle of 2nd quarter of 2008, is

Y = 176.07 + 6.875 (t - %) :

Trend value at the middle of 2007 is obtained by putting t = —;-.

Y (st middle of 2007) = 176.07 + 6.875 (-; - %) = |48.57

Prtly trend value in 2007 « 14857 % 4 = 594.28 = 504 (verifiad)

"lr) Mﬂ‘

')l", ’l * ¥ 4

e ‘;m:l l?'l‘z‘ Yearly trend equation with yearly total is ¥ = 312 4 248w

"""'- :I ' s 1(}' ‘!. ""'I unit “{ Litme i1s 5 yoeol l."“‘ u‘o mm‘.“.‘ t"nd mm‘m‘ ‘.‘h
It of time, the ongin being at May 10,

|-
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Solution : Here yearly trend equation is

Y = 312 + 24t,

; PPRET
where constants are yearly total and time unit 1s 5 year.
Hence, monthly trend equation with nlo{lphly total is

312

- 12 127

’

1
where unit of ¢ is 2 year.

So when unit of ¢ is @month, the equation will be

Y =26 +_§=t [t is divided by 6]

* ol
Y =26+ ~t.
i 3

Here the origin is at the end of June. So if the origin is shifted at 16th May, ¢
should be replaced by (t — —)

The required trend equation with monthly total, monthly unit of time and origip

at middle of May, is .
1 3
Y=26+§(t—§).

Problem 15.13. Given an annual trend equation Y = 42 + 24¢, unit of ¢ being 1

year, transform the monthly trend equation with unit of time as 1 month, with origin
in the middle of June and July.

Solution : The yearly trend equation with yearly total is Y = 42 + 24t, unit of ¢
being 1 year.

If we divide the right s:de of the trend equation by 12, the output Y will give ! the
monthly output as ‘

42 24
Y=— =
| | 12 + 12t or, Y =23.5+2t.
Here the unit of ¢ is 1 year.

So monthly trend equation with unit of time as 1 month is

2
Y =35+ —t.
+12t

The origin of the above equation is middle of the year, i.e., the end of June or the
beginning of July.

"Hence,

f Jul if the origin be shifted to half of the month of June or half of the month
ol Ju Y,

we get the followmg equations :

o 1 o1
Y—3'5+5 (t_i)' origin -é-ofJune

1 1 S
Y=35+- - . .
N 5 _(t + 2) , Origin 5 of July.
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: : following trend equation Y, = 360 + 4.9; the oricd
5.14. Given that the ; . , the origin
blem 15 't of time being 1 year and Y; being the unit of production, shift the
o at change to be noted when Y; = 120 + 40t + 30¢22

2008-09 means we will take 1st January, 2009 and origin at'2006 means

Polution 6. So the time unit to be shifted 2.5 years.

it would be 1st July 200
e, Y; will be given by
Y, = 360 + 4.2(t +2.5) = 370.5 + 4.2¢,

time being 1 year. RS
B e Y, = 120 + 40t + 30¢2, the necessary correction will be

Y, = 120 + 40(t + 2.5) + 30(t + 2.5)* = 407.5 + 190¢ + 30¢°.

For a shift of A unit of time Y;(t) is to be shifted to }:t_l_(i +A), ie, if Y, = abt
ift is A unit, then final trend equation will be Y ='ab( ).

Vleasurement of Seasonal Variation

We have already discussed about this variation. Some more examples may
elucidate the idea. In July to September generally we see that sale of textbooks
attains its peak in comparison to that in the rest period of the year. The effect of
seasonal variation shows a considerable variation from its normal flow throughout the
year. To a bank manager, businessman or an industrialist it is important to know
seasonal component so as to plan their future steps.

Seasonal” index : It is an indicator expressed in percentage measured
quantitatively the extent of variation of the seasonal component in the time series.

The absolute value of the seasonal variation can be measured through additive
model, but better measurement of such variation is the measurement of seasonal
index. While measuring the index, if the data is given quarterly, we are to consider
the season as a quarter of a year. In that case, 4 such calculations for each quarter
are to be made. Similarly, for a monthly data, 12 indices for each month are to be
calculated.

The criteria for good measurement of seasonal variation are the following :

(i) To isolate the seasonal variation -only and to remove the influence of other
components like trend, cyclical fluctuation or irregular fluctuation.

(if) To recognize slowly changing seasonal pattern which may be included in the
series and the index should be modified to cope up with the change.

Generally, there are four common methods for the measurement of seasonal index :

(1) Method of simple averages (weekly, monthly, ., arterly)
(2) Ratio-to-trend method
(3) Ratio-to-moving average method
(4) Link relative method.
1. Method of simple averages

(i) First of all the data should be arranged row-,and column-wise.
(i) The total of each quarter or each month is to be taken.

PAS. (Vol. 1)-27
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(ii) The arithmetic mean is now calculaled by dividing each qua.rterly/mom,h]y
total by the number of years. .

(iv) Next the average of all the A.M. is calculated, which may be termed as Grang
Avbrage. ) .

(v) Now express each qimrterly/monthly: average as a percentage of Grang
Average. This number is termed as seasonal index.

(vi) Average seasonal variation can also be calculated by subtracting the grand
average from each individual average. '

Problem 15.15. Calculate the average seasonal variation and the seasonal index
from the following table :
Total production of cement (’00,000 tons)
Quarter

Year [ II III IV

1990 34 32 31 36

1991 37 34 33 41

1992 43 40 33 43

\

Solution : Calculation for average seasonal variation
~Quarter Production (’00,000 tons)
1990 34 32 31 36
1991 37 34 33 41
1992 43 40 33 . 43
Total 114 106 97 120 480
Mean 38 35.33 32.33 40 145.66
Grand Average = 145.66 — 4 = 36.415
Average | 1.585 —1.085 —4.085 3.585 0
Seasonal
Variation ' s

Procedure : Average seasonal variation (ASV) of each quarter is calculated by
subtracting the grand average from respective mean of each quarter. As Jfor example,
38 — 36.415 = 1.585, 35.33 — 36.415 = —1,085 and so on. Ultimately we will get the
total seasonal variation as 0. If in case, where_this sum is not coming zero, slight
adjustment in ASV should be made ‘in order to make the sum zero.

Seasonal Index = (Mean/Grand Average)x 100

S S of Quarter I' = (38/36.415) x 100 = 104.35

. " oom " IT = (356.33/36.415) x 100 = 97.02
o p [ = (.'l‘)..'ll!/.’l(i.~ll.")) x 100 = 88.78
noom " IV = (40/36.415) x 100 == 109.85.
Note : (1) Here also some necessary adjustment in the decimal places should be
; made so that the sum of the seasonal indices becomes 400.

> |
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Chat -

‘ N observe th e u
_ at the 4th arte d 1
| (2) We S t t q r production value has hlghest and 3rd quarter

roduction value has lowest seasonal effect
) -

Mer S e mothod of
(1) The mMEAO ol simple average is.really simple with less mathematical cffort.

2) This i.s.a suitable method for the measurement iati

there is no trend in the distribution. o sone! veriation where
gimitations :

(1) In practical point of view, most of the economic series have a trend, so in that

case seasonal index calculated throu ) i
. . gh this method .
variation with trend also. is an. index of seasonal

(2) The cffect of cyclif:{z.l, fluctuation may not be- eradicated through averaging
process. So, the utility of this method is not much.

Wio'ﬁ?’,'tren@,_{nhgt‘hod

T_h,iijﬁ _@hﬁn_i_@lfpygfi—method than that of simple averages for finding the
index_number_for_seasonal variation. From a time-series data, first the trend’is
M&tﬁq by method of least squares. Then the individual observed values are div@éﬂ
by the corresponding trend values. - et

As from the multiplicative model, Y =T x § X CxlI,so0Y/T=8SxCxI.

In this way the cffect of trend values are climinated. Then the trend-free values
are multiplied by 100. Again, the cyclical variation can be removed by taking the
average of monthly data for all years taken together.

To determine the seasonal index through this method, the following steps are to

be followed :
Step 1
To follow the method of least squares for trend values.
Step 2 | '
Next the original month-wise data ar
and multiplied by 100.
Step 3

e divided by the corresponding trend values

ffec i to be taken to remove
As i the effect of trend is removed, steps are t
L 1ations. [Initially, if in the data there arc

the effect of cyclical and irregular fluctt .
abnermally hig};1 or low values, we'may neglect these values and calculg:)e é::s fn.ebfiia(jl
the rest, which is termed as modified mean. In such cases we ;nfiyo?xt N e are
3 in case of median those extreme values are, automatically ia ° ﬁéures fortaach
Y calculate mea.n/median/modiﬁed A.M. of the apove ;laerc“::ria%ons are removed.
Qarter /month. Through this process cyclical and irregular

his average is the seasonal index for that month.
Step 4

The sum of the indices of
Sum i pot, 1200, then to adjus
Months). If the indices for quar
ctor = 400/ (Total

he calculated

: that t
observe ces for

of 12 months is 1200. So if we oo/(Total ¢ indi

t the constant factor as 12
ter are found, then

Adjustment fa

He"(:e follows the final seasonal indices.
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Synoptically, it may be thoug it that the.tre'n(-j values for each mounth is determipeg

first, then the original values of e i«ch month is dl‘\/;d(‘d by trend values and then expregg

that ratio to trend through percentage. Now the values for mont}; are z.rrz}ngaj and §

finally those averages are s0 a«.justed that their sum becomes 1200 a1 d in case of ;

quarterly average tl e sum is 47).

Problem 15.16. Find the scasonal variations by ratio-to-trend method from the q

following data :
Quarter

Year I II III IV
1996 32 46 38 36
1997 36 62 48 42
1998 42 70 64 62
1999 58 82 68 64
2000 66 84 72 68

Solution : To calculate trend values, we will find at first yearly data and then convert
it to quarterly mode.

Calculation for yearly trend N
Year Yearly | Quarterly | Deviation z? | zy | Trend a
total average from the mid- value |
(v) year (z)
1996 | 152 38 -2 a|-76[ 39 |
| 1997 | 188 47 -1 1| —47| 48
’ 1998 | 178 59.5 0 ol of 57 |
1999 | 272 68 1 1| 68| 66 !
2000 | 290 72.5 2 4| 45| 75
285 0 10 90 285 |
’ Let the equation to the trend line be Yy =a+ bz, ‘
where azzyzﬁzw |
n 5 |
|
T |
Zzi’ 10 |
t ol
So, the trend line is : . | Nc

¥y =57+ 9z.

Here the annual increment is 9, so quarterly increment — g = 2.25

=N

Now to calculate the quarterly trend, w
. - y we are to take r
at the middle of 2nd and 3rd quarters. the trend value of each yea

'Me

Therefore, trend at 2nd quarter

1
= yearly trend ~5 (quarterly increment)
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and trend at 3rd quarter

1 X
= yearly trend +§ (quartérl) increment ).

Similarly, at 1st and 4th quarters the trend values are yearly trend 3 (quarterly
1m )

i ent) respectively. - .
mcrle,:nlgg)ﬁ trend value = 39. Hence, the trend values for Ist, 2ud, 3rd and 4tl

uarters are 39— 1.5(2.25), 39—-0.5(2.25), 39+0.5(2.25) and 39+1.5(2.25) respectively.
: In a similar way, trend values at all quarters in each year are to be tabulated.

Trend values

Quarter I I 101 v
Year

1996 35.625 | 37.875 | 40.125 | 42.375

1997 44.625 | 46.875 | 49.125 | 51.375

1998 53.625 |'55.875 | 58.125 | 60.375

1999 62.625 | 64.875 | 67.125 | 69.375

2000 68.625 | 73.875 | 76.125 | 78.375

W the given values of the original table are to be expressed as the percentage of
€ cotresponding trend values.

3 32 x 100 46 x 100
o 32% 100 _ 2089, it is 30 X 1008 .., 45
n 1996 (I Qr) it will be 35 GOE 89.82; in 1996 (II Qr) it is 3T 75 121.45

" In a similar way we will compute the following table :
: Percentage of trend values

Year - IQr IIQr IIIQr IV Qr
1996 89.82 121.45 94.70 84.95
1997 80.67 13227 97.71 81.75
1998 7832 12528 110.11 102.69
1999 92.61 126.40 101.30 92.25
2000 96.17  113.70  94.58 86.76
Total 437.59  619.10 498.40 448.40

Average 87.52  123.82 99.68 89.68 (400.7)

Adjusted  87.37 123.60 9951 89.52
Seasonal Index

Note : Here the average of [ Qf = 87.52,
Total of averages = 400.7.

? Hence, the adjustment factor = ﬂ .
. 400.7 1
‘ So, the adjusted seasonal index of I Qr = M = 87.37, so on.
Merits : - -

(l).lt is easy to calculate and also it can easily be understood.
(2) In comparison to the method of simple monthly average it .s more logical.
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(3) In comparison to the method of, moving average, thi.s method has ad
advantage that the trend value for each month is available here, as the
case of omission of data.

Limitation : : R

(1) The ratio-to-trend method cannot follow the actual data.. so closely as jt is
done by twelve-month moving average in case where there is a clear Picture of
cyclical fluctuation in the series. Consequently, we get more biased resuly
for seasonal index in computing through ratio-to-trend method than it g
computed through ratio-to-moving average method. '

Problem 15.17. A statistician from the data on yearly sz;res of a cloth merchant, got
the trend line as y = 58 + 0.3z with origin at the 1st quarter of 1998,

If the quarterly sales (Rs. '000) be y, the time anit (one quarter) be z and seasona|
indices for the quarters are 85, 90, 105, 120 respectively, then using multiplicativye,
model, find the estimated sales in each quarter of 2000. °

Solution : As the trend equation be y = 58 +0.3z, then trend values for the quarters

of 2000, will be obtained by putting z = 8,9, 10, 11, as there are 8 quarters within
the span of two years.

Trend for I Qr in 2000 = 58 + 0.3(8) = Rs. 60.4 x 1000

for I Qr » » =584+ 0.3(9) = Rs. 60.7 x 1000
for III Qr » " =58+ 0.3(10) = Rs. 61 x 1000
for IVQr ” » =584+ 0.3(11) = Rs. 61.3 x 1000
Now using multiplicative model, we can find the quarterly sales as T x S in the

following tabular form : *

Quarter Trend Seasonal Quarterly sales

(2000) . index (in Rs. ’000)
. | 60.4 .85 51.34
I 60.7 90 54.63
III 61 1.05 64.05
v 61.3 1.20 73.56

. So estimated sales in each quarter are Rs. 51,340, Rs. 54,630, Rs. 64,050,
Rs. 73,560, respectively. _

8. Ratio-to-moving average method

This method is based on the fact that seasonal fl

. _ uctuation is being' removed
through moving average over 12

months ini case of month-wise data or 4-quarter

moving averages.

Now on averaging those
the seasonal index.

For calculation of seasonal index the followin
Step 1:

Either 12-monthly or 4-quarterly movin
monthly or 4-quarterly data.

percentages and multiplying by correction factor we get

g stebs are to be followed:

& average is calculated according as 12-

> |
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Step 2 ;
Express the original 12-monthly/4-quarterly data as a percentage of centred 12-

month /4-quarter moving average.
Step 3 * '
Arrange chronologically those percentages in a table and calculate the arithmetic
mean of those percentage values. Hence, the seasonal indices are obtained,
Step 4 :
Now multiplying each index by corresponding correction factor we get the correct
seasonal index for each month/quarter.

The steps so far discussed are all for multiplicative model. When the additiye
model is used, the steps are as following :

Step 1: _

The moving average (with 12-month or 4-quarter) should be calculated.
Step 2 :

The moving average values are to be subtracted from the original values.
Step 3 :

The deviations are arranged chronologically and the averaging is done. ‘Now the
adjustment is to be done to get theseasonal index.

In this additive model, adjustment is taken as the average of the averages with
negative sign.

Problem 15.18. Calculate the seasonal index by the method of ratio-to-moving
average of the following data : ‘

IQr IIQr IIIQr IV Qr

1987 27 32 40 26
1988 32 40 26 30
1989 30 35 22 28.

alculation of seasonal indices by ratio-to-moving average method

Year Quarter Given 4-figure 2-item  *4-figure **Given data

. data moving moving  moving as % of
total -~ total average moving !
(centred) average ~ "
1987 -~ I - 27 - = - =
II 32 = - _ - =
125 ‘
4 40 255 31.87 . 125.49
130 ' ;
v 26 - : 268 33.50 77.61
138
Contd.
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124 Probability and Statistics [V) I)

Year Quarter Given 4-figure 2-item ‘4-ﬁgl-1re **Given datgy
data moving moving moving as % of
total total average moving
(centred) average
1988 I 32 262 32.75 97.71
124
I 40 252 31.50 126.98
128
Inr 26 254 31.75 81.89
: 126
IV 30 247 30.87 97.16
121
1989 I 30 . 238 29.75 100.84
117
II 35 232 29.00 120.69
115
III 22 - = - -
IV 28 - B - .

N 4-ﬁgure moving average is obtained by dividing the corresponding 2-item moving

total by 8; 255 + 8 = 31.87, 268 + 8 = 33.50, so on.

40 26
b = 125.49, — x 100 = 77.61, et
3187><100 249335x 0 etc.

Calculation of seasonal index

Percentage to moving average

Year IQr IIQr IIQr  IVQr Total
1987 — = 125.49 77.61

1988 97.71 126.98 81.89 97.16

1989 100.84 120.69 - =

Total  198.55 247.67 207.38 174.77

" Average  99.27 123.83 103.69 87.38  414.17
Seasonal

index*  95.88 119.59 100.14 84.39

* Seasonal index = (Average + Total of average) x 400

and so on.

99. 99.27
T 1417

x 400 = 95.88

Now we use additive model to solve the above problem.

‘
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ies Analysis

hap 15: Time Ser '
0 e 2-item 4-quarter Deviatic'm‘
Yeoar Quarter Data mogi"g moving moving from original
/Me value
27 = }
87 ! _
19 - 22 3 .
125 '
31.87 8.18:..
, 50 —7.50
v 26 . +268 33.5 :
138 _
1988 I 32 262 32.75 0.75
124 '
11 40 252 31.50 8.50
' 128
111 26 254 31.75 —5.75
: 126
I\Y 30 247 30.87 —0.87
121
1989 I 30 - 238 29.75 0.25
117 ’
N 35 232 29.00 6.00
: 115
I11 22 -
v 28 -
" Calculation of seasonal index
\ ) Deviation from original data
Year IQr IIQr III Qr IV Qr Total
1987 - - 813 750 '
1988 _o75 850 —575 —0.87
1989 0.25 6.00 - =
Total -05 145 238 —8.37
Average _025 725 119 -418  4.01
* Adjustment * —1.00 ~-1.00 -1.00 -1.01 -4.01
Seasonal _ A
index _125 625 019 =519 0

Adjustment = Average of the averages with negative sign

4 = —(4.01/4) = —1.00.

1necha.\.re already discussed that sometimes median is used instead of arithmetic mean
_' ﬁnalasfz of 12-month moving average, out of total time span initial six months a! d
! six months are left from the final table, median will be the best central v:a.luen

Problem 15.19. Cal
.19. Calculate seasonal indices i :
btiheifollowiis by 1al indices by t’he xpethod of ratio-to-moving average

n
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Month
" Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Sales '000) 12 14 15 17 18 16 19 20 18 17 15 14
(1992)

Sales ('000) 15 17 18 16 19 17 15 14 18 15 14 19
(1993

(
| )
| Sales ('000) 20 18 16 14 12 15 17 18 16 22 16 94
(1994)
(

Sales ("000) 22 16 18 12 15 17 18 16 12 20 18 14

" (1995)

Solution :
Calculation of 12-month moving average

" Sales 12-month 12-month

2-item 12-month Origina)

Year Month (’000) moving moving moving moving data as ¥
total average total average of moving
(non-centred) (centred) average
; 1992
i Jan 12 - - - - -
! Feb 14 - - - - -
Mar 15 i - - = -
~Apr 17 - - - . -
May 18 - - - - e =
Jun 16 - - «  _ . -
195 16.25
Jul 19 32.75  16.375 116.03
198 16.50
Aug 20 33.25 16.625 120.30
201 16.75 _
Sep 18 3375  16.875 106.67
204 17.00 .
"Oct 17 | 33.92  16.960 100.23
203 16.92
Nov 15 33.92 ' 16.960 88.44
204 _ 17.00
Dec 14 N 34.08  17.040 82.16
1993 205 17.08
Jan 15 3.83 16.915 88.68
201 16.75 ’
Feb 17 33.00  16.500 103.03
| 195 16.25
| Mar 18 , 32.50  16.250 110.77
| 195 16.25
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—

Salon

12-month 12-month

Yonr Month ('000) moving

total

moving
nverago
(non-centred)

2-Item  12-month Original
moving moving  data ag %

total

average of moving
(centred) average

1093 .
Apr

e

; May

Jun
Jul
Aug
Sep
Oct
Nov

Jun

Jul
Aug
Sep
Oct

Nov- |

Dec

o

Dec

18
15
14

12

20
18
16
14
12

15

17 .

18
16
22
16

24

103

102

190

- 196

194

192

185

183

185

189

187

194

196
208
210

208
210

208

© 211

16.08

16.00

16.25
10.3.:5
16.17
16.00
15.42

156.25

15.42
15.75
15.58
16.17
16.33
17.33-
17.50
17.33
17.50

17.33

17.58

32.33
32.08
31.83

3208
32.58
32.50
32.17
31.42

30.67

30.67
31.17
31.33
31.75
32.50
33.66
34.83

34.83

34.83

34.83
34.91

35.33

16.165 08.08
16.040 118.45
15.915 106.82
16.040 93.52
16200  85.94

16.250 110.77

16.085 93.25
15.710 89.11
15.335 78.25

15.335 130.42
15.585 115.49

15665  102.14

15.875 88.19
16.250 73.85
16.83 89.13
17415 97.62

- 17415 103.36
17.415 91.87
17.415 126.33

17.455 91.66

17.665" 135.86
Contd.
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Sales 12-month 12-month 2-item 12-monm

Year Month (’°000) moving . moving moving moving  dat, .
total average total average of mOVinu
' (non-centred) (centred) averagy
1995 213 17.75 N s
' Jan 22 35.58  17.790 123 66
| 214 HE 3550  17.750 '
0.0 . 90.
Feb 16 12 i 14
oy B 3500 17500 109
208 17.33
Apr 12 34.49 17.245 69.58
206 17.16
May 15 . 3449 17245 ggg
208 17.33
Jun 17 33.83 16.915 100.50
’ 198 ~16.50 ‘
Jul 18 = - - - -
Aug 16 - et - - -
Sep 12 &= = - y -
Oct 20 - -, - . -
Nov 18 = - = - =
Dec 14 - - = - &

Computation of seasonal indices
Month 1992 1993 1994 1995 Median Seasonal Index

Jan - 88.68 13042 123.66  123.66 125.29
Feb - 103.03 11549 90.14  103.03 104.39
Mar - 11077 10214 102.86  102.86 104.22
Apr = 98.98 88.19 69.58 88.19 89.35
May - - 11845 7385 86.98  86.98 88.13
Jun - 10682  89.13 10050  100.50 101.83
Jul 116.03 9352 9762  — 97.62 98.92
Aug 12030  85.94 103.36 - 103.36 104.72
Sep 106.67 110.77 9187 - 106.67 108.08
Oct 100.23 9325 12633  _ 100.23 - 101.55
Nov 8844 8911 9166 89.11 90.28
Dec 82.16 7825 135.86 ~ 82.16 83.24

1184.37 -_—
median by the adjustment facto’ |

Seasonal indices are obtained by multiplying the

Here sum of the medians = 1184.37.

So adjustment factor — ﬂ

1184.37°

. 123.66 x 1200 .
Hence, S.I. in January = _
Ty 118437 — = 125.29, etc.
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methc( las ‘l')’ ‘and Widely used since the index
ethod.

his method removes tha ;
3 T sonal ind he influence of trend and evel:
seasonal index. cyclical fluctuation from the

through ratio-to-trend

Limitation :

data has regy] -
) If the gular seasonal variation and g i
S0 u iodici
only the method works well, Otherwise the resylt js ngtlr:c:urlnl?;:l?gll'caltt){‘ e
' 1 5
4, Link relative method C
T}}is method is S9mewhat cor.nplicated. The notion ‘link relative’ is arising as et;ch
fta i comp'a,r.ed with the previous data. So a link between the two is established
that is why it is known as link relatiye method. Here each datq is ezxpressed r;s th;
percentage of the previous data.

For calculation of seasonal indices throy
be followed carefully:

Step 1

Calculate the link relatives (L.R.) of the given seasonal data. Only the first data
is left, as there is no data prior to the first.

Step 2

gh this method, the following steps are to

Arithmetic mean (or median) of link relatives for each season (month/quarter) is
now calculated.

Step 3 .

Next to convert those arithmetic means of the link relatives to chain relatives
(CR.) on the basis of the first season (month/quarter).
Step 4 ‘

Next chain relative of any time span is obtained by multiplying the L.R. o
*Pan by the C.R. of previous span and dividing by 100.
Step 5

f that

e basis of the last season.

e obtained on the basis of
There will be

| Again, the C.R. of the first season is calculated on th
1S, we will get two values of C.R. of the first Se-ason’}?nlast season.
the first season and the other obtained on the basis of the

* Shecific difference between the two.
Step 8 .

' .l the number of
g e gegonco dw:]d(:ildb}i’s deducted from

rect chain relatives.

scasons and the result is
2nd, 3rd, 4th seasons and

:(l)llltiplied by 182, 3, and so O .

N Tespectively, to get the cor

tep 7

0 Ultima’cely, we get the seasonal i
" 85 the percentage of the avera

n y i ach corrected
dices for each season b expreSSmg e
:

ge of them.
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of the following data throngh (he ,,, " g
] “ i

t
4

Problem 15.20. Calculate seasonal indices
of link relatives:

Quarter

1996 1997 1998 1999
I 10 115 11 19
Il 8 96 108 103
11 75 8 95 85 v !
v 9.5 12 104 10

Solution : :
Calculation through link relative method

Quarter Y oM
Year v
I II 111 v
1996 - - 80 93.75 126.67 e
1997 121.05 83.48 83.33 150.00 fr
1998- 91.67 98.18 87.96 109.47 o
1999 115.38 85.83 82.52 117.65 o
or &
. . 328.1 347.49 347.56 503.79 A
Arithmetic 5 —4— ; 1 —_— Thes
average = 109.37 = 86.87 = 86.89 = 125.95
'| Chain 3
relative 100 100 x 86.87 86.87 x 86.89 75.48 x 125.95 Seas
| 100 100 100 ,
= 86.87 = 75.48 = 95.07 Mer
Corrected : ' .o !
chain 100 86.87 — 0.995 | 75.48 — 2 x 0.995 | 95.07 — 3 x 0.995
relative = 85.875 . =73.49 = 92.085 ' Lim
Seasonal | 100X 100 [ 85.875 x 100 73.49 x 100 92.085x 100 | & (
87.86 87.86 87.86 " 87.86 g
index = 113.82 =97.74 = 83.64 = 104.81 j
B
For 1996 (Qr II), link relative = -1% x 100 = 80,
: N
For 1996 (Qr III), link relative — %5- x 100 = 93.75, | 55:
. ) 11.5 3 en
For 1997 (Qr I), link relative = 95 100 = 121.05, and so on. N
- ot
Chain relative (C.R) for the first quarter = 100 oy
(on the basis of first quarter) ey
Chain relative for the second quarter ‘ 3 “"ot
= (Average of second quarter x C.R. of first quarter) x% :::
_ 100 x 86.87 N
= 86.87
100 Y
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atg; -
, thrungh R | cnop LR
the
cpain relative for the third quarter -
— (Average of third '

( iIrd quarter x C.R. of second quarter) 1
86.89 x 86.87 ) i

=

100 = 75.48 and so on,

New chain relative for the first quarter

= (chain relative of last '

quarter X average of first quarte
B 95.07 x 109.37
- 100

. Adjustment factor

] 1
r) X ——o0
100

= 103.98.

_ Difference of chain reltive of first quarter  103.98 - 100
4 = 4 = 0,995,
Adjusted chain relative for first quarter = 100,
for second quarter, C.R. = 86.87 — 0.995 = 85.875
for third quarter, C.R. = 75.48 — 2 x 0.995 = 73.49
for fourth quarter, C.R. = 95.07 — 3 x 0.995 = 92.085.

Then average of corrected chain relative

1 :
= 2(100 + 85.875 + 73.49 + 92.085) = 87.86

Corrected chain relative x 100
Average of corrected chain relative

75.48 x 12 -' Seasonal index =
4 Merit :

(1) It is notable that where the seasonal pattern is more or less fixed or a clear
picture of seasonal pattern occurs link relative method can be used.

Limitations :
- (1) Too much mathematical calculations are inyolved in the computation. i
(2) The logical argument regarding the steps to be followed, cannot be easily

understood. .
. i tions,

(3): The method is unable to climinate other effect like ¢rend, cyclical fluctua®s
etc. ' rend. 1f

, . eisnot
Note 1, The method of monthly avesage > applicable where thet tly the

ey consequent
the seasonal variation has the dominating role within th; '(:a:;e?t]gre. '
trend and cyclical fluctuations are negligible, the method 13 ©

tio-
tfend method and ra
Note 2. Accounting for the merits and de 0=

merits of ratio-t
So in generah

- to-moving average method, the later met.hod 35 be't:er;vemge is prescribed-
theoretical and practical point of view, ratio-to-moving ke the average of seasonel
Note 3. In computation of seasonal VAT ;Iiri we have U both the
Verages, to climinate random and cyclical -‘eﬁec*ts.t,‘ve data. But we Sbo‘.ﬂd e
Aithinciic mean and the median 23 the repr:i:n:?‘;“a is highly 1arge a;;;h‘“em
1 ‘e of using any of the two: bl t}t:er;l utl;lle?usé of median i ommei
100 8an is ysed and when the period is short:
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